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We need to reorient how we view success in the educa-
tion sector. As researchers, policymakers, and practi-
tioners, we have high hopes that new reforms will 

unlock students’ full potential and prepare them to thrive as 
adults. We are naturally disappointed when policies or programs 
fail or fall short of these aspirational goals. But improving educa-
tion is difficult work, particularly in high-income countries with 
well-established K–12 systems such as the United States. 
Schooling is a complex endeavor where societal inequities, polit-
ical systems, institutional structures, and individual actors exert 
strong forces over how educational initiatives are design and 
implemented. We are, as Tyack and Cuban (1995) famously 
wrote, “Tinkering Toward Utopia.”

In this article, I replicate the analyses in Kraft (2020) using an 
expanded data set of over 3,000 effect sizes and respond to cri-
tiques raised in Simpson (2021). I argue that debates about what 
constitutes a small, medium, or large effect size in education are 
not sufficiently anchored to the fact that education interventions 
often fail to move the needle on standardized tests of student 
achievement. In both the original analyses and the expanded data 
set, I find that 36% of effect sizes from randomized control trials 
(RCTs) of education interventions with standardized achieve-
ment outcomes are smaller than 0.05. Accounting for publication 
bias would certainly raise this percentage further. This is the 
benchmark that matters most. Failing to recognize the frequency 
of failure causes us to hold outsized, unrealistic norms for what 
counts as a policy relevant effect.

Effect Sizes in an Expanded Sample

In “Interpreting Effect Sizes of Education Interventions” (IESEI; 
Kraft, 2020), I synthesized the literature into five broad guide-
lines for interpreting the policy relevance of effect sizes. I then 
attempt to uproot the long-standing use of Cohen’s benchmarks 
in education research by proposing alternative benchmarks for 
effect sizes from RCTs of education interventions with standard-
ized test outcomes. Here, I start by exploring whether we might 
further refine the empirical benchmarks I proposed as more data 
have become available. I replicate the main analyses using an 
expanded sample of 3,426 effect sizes (for details, see the Data 
Appendix available on the journal website).

The addition of over 75% more effect-size estimates to the 
data set does little to shift the overall empirical distribution or 
patterns revealed in Kraft (2020). For example, percentiles of the 
overall distribution remain remarkably stable (30th percentile in 
expanded dataset = 0.02 vs. 0.02 in original; 50th percentile = 
0.10 vs. 0.10; 70th percentile = 0.21 vs. 0.21). The only notable 
change is a longer right-hand tail of the effect-size distribution in 
math that raises the median slightly (50th 0.11 vs. 0.07) but 
pushes out the 90th percentile substantially (0.78 vs. 0.37). This 
appears driven by the addition of small-sample studies aimed at 
improving early math skills in numeracy, arithmetic, and frac-
tions that use more narrowly focused tests. Collapsing the data by 
calculating a simple average across effect-size estimates within 
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each of the 973 studies results in a very similar distribution (30th 
percentile = 0.04, 50th percentile = 0.12, 70th percentile = 0.25).

The studies included in my original and expanded samples are 
almost entirely from high-income countries. Evans and Yuan 
(2022) provided complementary evidence on the distribution of 
effect sizes across 96 education impact evaluations examining 
learning outcomes in low- and middle-income countries. Strikingly, 
they also find a median effect size of 0.10 SD (30th percentile = 
0.03, 70th percentile = 0.18). Overall, both my expanded sample 
and evidence from Evans and Yuan suggest the baseline bench-
marks I proposed in IESEI (Kraft, 2020) remain reasonable. This, 
of course, might change over time as research progresses.

The Critique

Simpson’s (2021) technical comment on IESEI (Kraft, 2020), 
titled “Benchmarking a Misnomer” (BAM), focused on my pro-
posed effect-size benchmarks. The critique is twofold: Any 
attempt to use benchmarks is misguided given that effect sizes 
from different studies are essentially incomparable and that my 
proposed benchmarks are too low. BAM provides a welcome 
opportunity to engage in the spirit of scholarly debate on each of 
these thorny issues. Simpson was kind enough to share an early 
draft, and I reciprocated by sharing my data. We have since 
engaged in an amiable correspondence that has revealed much 
common ground. For example, we both share a healthy suspicion 
of “league tables” that rank different education interventions 
based on the strength of their associations with any manner of 
outcomes. Although his critiques have pushed my thinking in 
important ways, I remain convinced that the baseline bench-
marks and interpretation process I proposed in IESEI are a pro-
ductive approach for characterizing the magnitude of effect sizes 
from causal studies of education interventions with standardized 
achievement outcomes.

Are Effect-Size Benchmarks Ever Appropriate?

Theoretical critiques against the use of effect-size benchmarks are 
well established in the literature (e.g., Glass et al., 1981; Kelley & 
Preacher, 2012). The central argument is this: Research designs 
differ across a multitude of factors that render effect sizes across 
studies incomparable and benchmarks inappropriate. BAM’s 
(Simpson, 2021) critique has merit—converting treatment esti-
mates into effect sizes does not magically allow for a perfect apples-
to-apples comparison. In IESEI (Kraft, 2020), I highlighted how 
a range of study features influence effect sizes including the 
research design; what, when, and how outcomes are measured; the 
sample; the approach to standardizing; the treatment-control con-
trast; and the type of treatment effect estimated. Where we dis-
agree is what to do about this challenge.

Theoretical critiques such as BAM’s (Simpson, 2021) have 
had little success dislodging the widespread use of Cohen’s bench-
marks despite Cohen himself explaining that his benchmarks are 
somewhat arbitrary:

These proposed conventions were set forth throughout with 
much diffidence, qualifications, and invitations not to employ 

them if possible. The values chosen had no more reliable basis 
than my own intuition. (Cohen, 1988, p. 532)

An orthodoxy that says we can never compare effect sizes or, by 
extension, any empirical estimates unless every feature of a study 
is identical loses sight of the essential purpose of statistics. 
Mathematics has inviolable laws—the area of a circle is always 
equal to πr2. Statistics embraces variability in the name of synthe-
sizing large amounts of information, uncovering patterns, and 
making broader inferences. Excommunicating the effect-size sta-
tistic from the tool kit of social scientists because no study is a 
pure apples-to-apples comparison would weaken evidence-based 
policymaking and leave us with worse alternatives. Surely we can 
gain at least some insights by comparing the noisy signals of esti-
mated program effects across different studies.

My proposed approach to interpreting effect sizes aims to find 
a constructive path forward by combining a “focus-narrowing” 
and “adjustment” approach (to borrow BAM’s useful language; 
Simpson, 2021). The baseline benchmarks are specific to studies 
of education interventions with causal research designs that 
examine standardized achievement outcomes. I explain further 
how we should adjust these baseline benchmarks up or down 
based on specific study features with the intention of contextual-
izing estimates relative to their own study context. Benchmarks 
such as these are pragmatic and make the interpretation process 
accessible to a wide audience.

The alternative—relying on “professional judgment in con-
text” (Simpson, 2019, p. 105)—is an abstract ideal that is fraught 
with even greater subjective biases and infeasible for many con-
sumers of research. Relying on professional judgment alone, even 
among academics, can result in widely different normative inter-
pretations of effects. This alternative also places the onus on poli-
cymakers and educators to analyze full academic texts that are 
often inaccessible because of arcane writing, technical complexity, 
and paywalls. Instead, we should use effect-size benchmarks (for 
specific bodies of literature with similar research designs and out-
comes) as empirically informed starting points that can be modi-
fied based on professional judgment.

Are IESEI’s Baseline Benchmarks Too Low?

BAM (Simpson, 2021) argues that the baseline benchmarks I 
propose are too low because of how I chose the cut points in the 
empirical distribution and because I did not take the absolute 
value of effect sizes or remove nonsignificant effect sizes from the 
sample. These technical critiques and our subsequent exchanges 
have helped to sharpen my thinking about the interplay between 
magnitude, sign, and significance when interpreting effect sizes. 
However, I remain convinced that considering where an effect 
size falls in the full distribution of unadjusted effect-size esti-
mates, regardless of their precision, is a productive approach for 
evaluating the policy importance of a finding. BAM’s (Simpson, 
2021) technical adjustments would substantially distort this raw 
empirical distribution, obscuring the first-order insight that 
many education interventions fail. If anything, empirical bench-
marks may set the bar too high because of publication bias and 
estimation error.
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Selecting empirical cut points for benchmarks. To be clear, the 
benchmarks I propose in IESEI (Kraft, 2020) are subjective and 
conceptually focused on interpreting the policy relevance of posi-
tive effect sizes. They were informed by the overall empirical dis-
tribution of effect sizes I constructed and the heuristic value of 
landmark numbers and established empirical reference points 
(e.g., the size of annual learning gains across grade levels and the 
magnitude of teacher and school effects).1 This is why I do not 
report or use the exact empirical values of the tercile cut points in 
IESEI (Kraft, 2020).

The alignment of the benchmarks with approximate terciles of 
the full empirical distribution is misleading because it appears that 
I chose the benchmarks strictly based on these cut points. This 
would make little sense, as BAM (Simpson, 2021) rightly points 
out, given that even extreme negative effect sizes would fall into 
the small category. My focus was on interpreting the policy rele-
vance of positive effect sizes given that negative effect sizes are 
likely “off the table” from a policy perspective. I should have stated 
explicitly what I assumed would be implied—that the range of 
small (positive) effects has an implicit lower bound of 0.2

Taking the absolute value of effect sizes. Taking the absolute value of 
effect sizes would be appropriate if my primary purpose for propos-
ing empirical benchmarks was to inform power analyses, as was 
Cohen's (1988). From the perspective of statistical power, the sign 
of an effect is inconsequential. However, the stated purpose of 
IESEI (Kraft, 2020) is to inform how we can judge the policy 
importance of an effect size. Here, the sign of an effect is critical.

BAM’s (Simpson, 2021) argument for removing the signs of 
effect sizes even when constructing benchmarks for policy rele-
vance stems from the idea that the direction of an effect is arbi-
trary. This is true for studies where there are two treatment arms 
and no traditional control group such as the example BAM 
(Simpson, 2021) points readers to, Agodini and Harris (2010).3 
But the idea that “randomized control trials of the type in the 
dataset are normally symmetrical with respect to treatment” 
(Simpson, 2021) is not an accurate characterization of the litera-
ture. Most modern RCTs in the field contrast outcomes for a 
treatment group to those from a control group that experiences 
“business as usual” even if the RCT includes multiple treatment 
arms. For example, I found that 94% of the treatment-control 
contrasts reported in studies reviewed by Fryer (2017) have a 
treatment group that did something new and a control group that 
engaged in standard practice prior to the intervention. The design 
of the Agodini and Harris (2010) is an exception. I agree with 
BAM (Simpson, 2021) that what “business as usual” actually 
means is highly variable across studies and can shape the magni-
tude of effect sizes as I describe in IESEI (Kraft, 2020). However, 
the direction of an effect in the typical RCT design is clear from 
a policy perspective: Did the intervention increase student out-
comes relative to current practice?

Most fundamentally, taking the absolute value of effect-size 
estimates would prevent us from judging where in the full empiri-
cal distribution an effect-size estimate falls. Knowing the relative 
position of an effect-size estimate is precisely the simple eyeball 
test we need to see that even small positive effect-size estimates 
rank relatively high in the distribution of education interventions 
that have been rigorously evaluated.

Ignoring nonsignificant effect-size estimates. BAM’s (Simpson, 
2021) assertion that I should drop nonsignificant effect-size esti-
mates is partly a product of the unfortunate semantics of the term 
“effect size.” Effect sizes are simply point estimates that have been 
standardized to be on a common unit scale. However, “effect-size 
estimates” is commonly abbreviated as “effect sizes,” which then 
become “effects” in shorthand, suggesting it also implies statisti-
cal significance. My proposed benchmarks are for characterizing 
the policy importance of these estimates and should be paired 
with information about statistical significance when interpreting 
their relevance. Both the magnitude and precision of effect-size 
estimates matter.

BAM (Simpson, 2021) argues one should benchmark effect-
size estimates relative only to other interventions that have pro-
duced statistically significant effects. This approach is not wrong; 
it just answers a fundamentally different question from the one I 
am focused on. From a policy standpoint, I view it as more 
instructive to set benchmarks relative to effect-size estimates from 
all interventions studied in the literature. We can’t know ex ante 
if an intervention will produce a significant effect, so why make 
our sample for estimating empirical benchmarks conditional on 
results that are only known ex post? There are likely many educa-
tion interventions that have effects near zero. It is difficult and 
costly to conduct studies that are large enough to provide the 
statistical power needed to distinguish these small effects from 
zero. Excluding nonsignificant estimates when constructing a 
counterfactual distribution of effect sizes would disproportionally 
remove smaller, less precisely estimated effect sizes, exaggerating 
the dispersion of the distribution and our expectations.

Publication Bias and Estimation Error

Two primary concerns make me think that, if anything, the base-
line benchmarks I proposed could be too high. A large literature 
documents the prevalence of publication bias in academic research, 
with some arguing this phenomenon is particularly acute in the 
social sciences (Rothstein et al., 2005). Here, I use the term “pub-
lication bias” to encompass the pattern where the direction, size, 
and statistical significance of research findings influence whether a 
study is published in a mainstream academic journal. These biases 
arise from a number of factors, including (a) scholars selectively 
choosing not to write or submit manuscripts based on negative, 
small, or imprecise effects; (b) scholars selectively choosing not to 
report individual effects that are negative, small, or imprecise; (c) 
academic journals selectively choosing not to publish studies with 
negative, small, or imprecise effects; and (d) studies with negative, 
small, or imprecise effects being published in less well-known 
journals that may be harder to find in a review (Chan et al., 2004; 
Dickerson, 2005).

Analyses of publication bias in the experimental economics 
and psychology literatures suggest that significant findings are 
more likely to be published than insignificant results by multiple 
orders of magnitude (Andrews & Kasy, 2019). Although precisely 
quantifying the nature and extent of publication bias is challeng-
ing, the data described in Table 1 exhibit two patterns suggestive 
of this bias (Rothstein et al., 2005). First, effects from smaller 
studies are, on average, more than 10 times larger than effects 
from larger studies. This is consistent with a pattern where 
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underpowered studies that find small estimated effects are less 
likely to be published because they lack the sample size necessary 
to distinguish small effects from zero. Second, I find much smaller 
effects among a subsample of studies commissioned by the U.S. 
Department of Education that required scholars to submit reports 
with their findings (50th percentile = 0.03 for Department of 
Education studies vs. 50th 0.10 for full sample; see also Lortie-
Forgues & Inglis, 2019). Scholars have found this pattern of 
smaller average effects among samples of preregistered studies and 
funded trials relative to published academic articles across multi-
ple disciplines (DellaVigna & Linos, 2022; Kaplan & Irvin, 
2015). These patterns are not proof positive of publication bias 
and could instead reflect systematic differences in studies that are 
correlated with sample size and the nature of larger-scale efficacy 
trials typically funded by governments. It would seem unlikely, 
though, that publication bias did not skew the distribution of 
published effect sizes toward larger positive estimates at least to 
some degree.

A second concern is that estimation error inherent in the 
research process causes distributions of effect-size estimates to 
appear wider than the underlying distribution of true effects. 
While individual effect sizes from causal studies can be consid-
ered unbiased, the joint distribution of these individual estimates 
reflects both true variation and error variance from random 
draws of positive or negative error terms (Morris, 1983; for 
applied examples, see Jackson & Mackevicius, 2021; von Hipple 

& Bellows, 2018).4 This estimation error inflates the variance of 
an observed empirical distribution, giving the appearance that 
empirical benchmarks should be farther away from the center of 
the distribution. Future approaches to updating these and other 
benchmarks might benefit from applying Bayesian shrinkage 
methods to estimate the degree to which these empirical distri-
butions overestimate true underlying variation in effect sizes.5

The Path Forward

I continue to see the empirical benchmarks I propose in IESEI 
(Kraft, 2020) as a productive baseline for interpreting effect sizes 
from causal research on education interventions with standard-
ized achievement outcomes. Debating their merit is worthwhile 
because they are empirically informed but ultimately subjective 
and focus on interpreting the policy relevance of positive effect 
sizes. I encourage scholars to update my proposed effect-size 
benchmarks as science advances, but not by narrowly using ter-
ciles of the full empirical distribution. Instead, I would continue 
to anchor on key empirical reference points in the literature and 
consider whether the relative rank of my proposed benchmarks 
shift upward (implying they may be too large) or downward 
(implying they may be too small) in the full distribution as new 
estimates are added.

At the same time, the debate about what is a small, medium, 
and large effect obscures a more important insight that should be 

Table 1
Empirical Distributions of Effect Sizes From Randomized Control Trials of Education  

Interventions With Standardized Achievement Outcomes

Overall Subject Sample size Scope of test

DoE 
studies 

Multiple 
ESs per 
study

Single 
average 
ES per 
study Math Reading ≤ 100

101 to 
250

251 to 
500

501 to 
2,000 > 2,000 Broad Narrow

Mean 0.18 0.20 0.24 0.16 0.40 0.25 0.18 0.10 0.04 0.17 0.27 0.04
Standard deviation 0.33 0.29 0.44 0.27 0.44 0.45 0.28 0.16 0.13 0.32 0.38 0.16
Mean (weighted) 0.05 0.06 0.06 0.06 0.40 0.24 0.18 0.09 0.03 0.05 0.15 0.02
P1 –0.33 –0.29 –0.67 –0.30 –0.44 –0.71 –0.25 –0.21 –0.23 –0.37 –0.20 –0.38
P10 –0.07 –0.04 –0.08 –0.07 –0.08 –0.13 –0.06 –0.06 –0.06 –0.08 –0.04 –0.12
P20 –0.01 0.01 –0.01 –0.01 0.05 –0.03 0.01 –0.01 –0.03 –0.01 0.02 –0.06
P30 0.02 0.04 0.03 0.03 0.14 0.04 0.06 0.02 –0.01 0.02 0.06 –0.04
P40 0.06 0.08 0.07 0.06 0.25 0.11 0.10 0.05 0.01 0.06 0.10 0.01
P50 0.10 0.12 0.11 0.10 0.36 0.17 0.14 0.07 0.03 0.10 0.16 0.03
P60 0.15 0.17 0.18 0.15 0.48 0.24 0.18 0.10 0.05 0.14 0.24 0.05
P70 0.21 0.25 0.29 0.20 0.57 0.35 0.22 0.13 0.07 0.20 0.32 0.08
P80 0.33 0.35 0.49 0.30 0.70 0.47 0.29 0.18 0.10 0.31 0.48 0.14
P90 0.57 0.55 0.78 0.49 0.91 0.76 0.43 0.27 0.15 0.55 0.74 0.19
P99 1.37 1.27 1.98 1.07 1.65 1.98 1.09 0.77 0.55 1.37 2.09 0.66
k (number of effect 

sizes)
3,426 973 1,011 2,178 504 759 593 896 480 3,057 369 194

n (number of 
studies)

973 973 396 659 194 194 203 286 208 954 91 56

Note. The vast majority of the standardized achievement outcomes (93%) are based on math and English language arts test scores, with the remaining based on science, 
social studies, or general achievement. Weights are based on sample size for weighted mean estimates. For details about data sources, see Appendix available on the 
journal website. DoE = U.S. Department of Education; ES = effect size. P1, P10, P20 . . . = percentile values in the overall distribution.
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our North Star: Efforts to improve education often fail to 
improve student outcomes, particularly student achievement. 
Holding outsized expectations keeps us focused exclusively on 
the next silver bullet. We can aim high without dismissing the 
unglamorous but essential work of incremental improvements. 
This North Star, alongside the costs and scalability of an inter-
vention, should be at the core of any approach to interpreting 
the policy relevance of effect sizes.
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NOTES

I am deeply grateful for the support that Joshua Bleiberg, Alex 
Bolves, Alvin Christian, Virginia Lovison, and Melissa Lyon provided 
in compiling the expanded effect-size data set. All errors and omissions 
are my own.

1This language comes directly from the early working paper ver-
sion of IESEI (Kraft, 2020) available at https://edworkingpapers.com/
sites/default/files/kraft_2018_interpreting_effect_sizes%20%282%29.
pdf.

2BAM’s (Simpson, 2021) critique does raise the question of 
whether the effect-size benchmarks I propose should be applied sym-
metrically to negative effect sizes. I see two possible approaches. One 
could adopt different cut points for negative effect sizes to reflect the 
fact that empirical effect-size distributions are rarely symmetric or cen-
tered on the origin. One could also use negative cut points that are 
symmetric with the ones I propose, which is appealing for its simplicity 
(i.e., –0.20 and –0.05 for the negative effect sizes and 0.05 and 0.20 for 
positive effect sizes).

3I have removed this study from the expanded sample of effect 
sizes used in this article.

4Formally, effect estimates can be written as β β ε

j j j= + , where βj 
is the true causal effect from study j and εj is independent mean-zero 

estimation error. Thus, E j j[ ]β β =  but Var
Jj

j
j j

β θ θ θβ ε β( ) = + >∑2 2 21
* ,

where θβ2  is the true effect variance and θε j
2  is the variance of εj.

5This is not possible in my original or expanded effect size samples 
given that not all the sources we used to collect effect sizes reported their 
associated standard errors or specific p-values.
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